
Atoms in Silicon as Quantum Simulator 

In a proof-of-principle experiment, researchers at UNSW Australia have 

demonstrated that a small group of individual atoms placed very precisely in 

silicon can act as a quantum simulator, mimicking nature - in this case, the 

weird quantum interactions of electrons in materials.  [9] 

Dartmouth College and Griffith University researchers have devised a new way 

to "sense" and control external noise in quantum computing. 

Quantum computing may revolutionize information processing by providing a 

means to solve problems too complex for traditional computers, with 

applications in code breaking, materials science and physics, but figuring out 

how to engineer such a machine remains elusive. [8] 

While physicists are continually looking for ways to unify the theory of 

relativity, which describes large-scale phenomena, with quantum theory, 

which describes small-scale phenomena, computer scientists are searching for 

technologies to build the quantum computer using Quantum Information.  

The accelerating electrons explain not only the Maxwell Equations and the 

Special Relativity, but the Heisenberg Uncertainty Relation, the Wave-Particle 

Duality and the electron’s spin also, building the Bridge between the Classical 

and Quantum Theories.  

The Planck Distribution Law of the electromagnetic oscillators explains the 

electron/proton mass rate and the Weak and Strong Interactions by the 

diffraction patterns. The Weak Interaction changes the diffraction patterns by 

moving the electric charge from one side to the other side of the diffraction 

pattern, which violates the CP and Time reversal symmetry. 

The diffraction patterns and the locality of the self-maintaining 

electromagnetic potential explains also the Quantum Entanglement, giving it 

as a natural part of the Relativistic Quantum Theory and making possible to 

build the Quantum Computer with the help of Quantum Information. 
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Preface 
While physicists are continually looking for ways to unify the theory of relativity, which describes 

large-scale phenomena, with quantum theory, which describes small-scale phenomena, computer 

scientists are searching for technologies to build the quantum computer.  



Australian engineers detect in real-time the quantum spin properties of a pair of atoms inside a 

silicon chip, and disclose new method to perform quantum logic operations between two atoms. [5] 

Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are 

generated or interact in ways such that the quantum state of each particle cannot be described 

independently – instead, a quantum state may be given for the system as a whole. [4] 

I think that we have a simple bridge between the classical and quantum mechanics by understanding 

the Heisenberg Uncertainty Relations. It makes clear that the particles are not point like but have a 

dx and dp uncertainty.  

 

Atoms placed precisely in silicon can act as quantum simulator 
In a proof-of-principle experiment, researchers at UNSW Australia have demonstrated that a small 

group of individual atoms placed very precisely in silicon can act as a quantum simulator, mimicking 

nature - in this case, the weird quantum interactions of electrons in materials. 

The publication of this latest advance towards the development of a silicon-based quantum 

computer at UNSW coincided with the opening of the university's new quantum computing 

laboratories by Australian Prime Minister Malcolm Turnbull. 

"Previously this kind of exact quantum simulation could not be performed without interference from 

the environment, which typically destroys the quantum state," says senior author Professor Sven 

Rogge, Head of the UNSW School of Physics and program manager with the ARC Centre of 

Excellence for Quantum Computation and Communication Technology (CQC2T). 

"Our success provides a route to developing new ways to test fundamental aspects of quantum 

physics and to design new, exotic materials - problems that would be impossible to solve even using 

today's fastest supercomputers." 

The study is published in the journal Nature Communications. The lead author was UNSW's Dr Joe 

Salfi and the team included CQC2T director Professor Michelle Simmons, other CQC2T researchers 

from UNSW and the University of Melbourne, as well as researchers from Purdue University in the 

US. 

Two dopant atoms of boron only a few nanometres from each other in a silicon crystal were studied. 

They behaved like valence bonds, the "glue" that holds matter together when atoms with unpaired 

electrons in their outer orbitals overlap and bond. 

The team's major advance was in being able to directly measure the electron "clouds" around the 

atoms and the energy of the interactions of the spin, or tiny magnetic orientation, of these 

electrons. 

They were also able to correlate the interference patterns from the electrons, due to their wave-like 

nature, with their entanglement, or mutual dependence on each other for their properties. 



"The behaviour of the electrons in the silicon chip matched the behaviour of electrons described in 

one of the most important theoretical models of materials that scientists rely on, called the Hubbard 

model," says Dr Salfi. 

"This model describes the unusual interactions of electrons due to their wave-like properties and 

spins. And on of its main applications is to understand how electrons in a grid flow without 

resistance, even though they repel each other," he says. 

The team also made a counterintuitive find - that the entanglement of the electrons in the silicon 

chip increased the further they were apart. 

"This demonstrates a weird behaviour that is typical of quantum systems," says Professor Rogge. 

"Our normal expectation is that increasing the distance between two objects will make them less, 

not more, dependent on each other. 

"By making a larger set of dopant atoms in a grid in a silicon chip we could realise a vision first 

proposed in the 1980s by the physicist Richard Feynman of a quantum system that can simulate 

nature and help us understand it better," he says. [9] 

Team devises new technique to probe 'noise' in quantum computing 
Dartmouth College and Griffith University researchers have devised a new way to "sense" and 

control external noise in quantum computing. 

Quantum computing may revolutionize information processing by providing a means to solve 

problems too complex for traditional computers, with applications in code breaking, materials 

science and physics, but figuring out how to engineer such a machine remains elusive. 

"Quantum noise spectroscopy" is an emerging field within quantum physics that seeks to 

characterize and control the noise affecting quantum systems. Quantum systems, which include tiny 

objects such as atoms, electrons and photons, display counterintuitive properties, such as the ability 

to be in a superposition of two different states simultaneously. These quantum properties are 

essential for quantum computing, but they are easily lost through decoherence, when quantum 

systems are subject to "noise" in an external environment. Because a quantum system is always 

embedded in a larger environment, some noise is unavoidable. A quantitative understanding of 

environmental noise is, therefore, crucial to accurately model the behavior of quantum systems and 

determine whether they can perform in applications such as quantum computing. 

Quantum noise spectroscopy offers an elegant solution to this challenge by using a quantum system 

as a "probe" of its own environment. Typically, an experimenter may control the state of a quantum 

system through the application of external fields, such as optical or magnetic fields. In a quantum 

noise spectroscopy protocol, the quantum system is subjected to a "control sequence"—that is, a 

suitably designed application of these fields. The quantum system evolves dynamically due to both 

the control sequence and the unavoidable interactions with the environment. Careful selection of 

control sequences combined with measurement of the quantum system enables the researchers to 

extract information about the environmental noise. 



"Prior to our work, quantum noise spectroscopy had two major shortcomings: it was restricted to 

environmental noise that was (1) classical and (2) Gaussian," says co-author Lorenza Viola, a 

professor of physics at Dartmouth. "The assumption of Gaussianity implies that the noise has very 

special properties—it can be fully describes solely in terms of "two-point correlation functions"—

while the assumption of classicality precludes the possibility that the environment is itself in a 

quantum-mechanical regime. These assumptions break down in many realistic situations of interest, 

which prohibits accurate and general characterization of environmental noise. For example, 

superconducting qubits, one of the most promising systems for scalable quantum computing, are 

subject to noise with observable deviations from Gaussianity." 

In their new work, the Dartmouth-Griffith researchers designed a new family of control sequences 

and show how they can extract information about the higher-dimensional (beyond two-point) 

correlation functions of the noise. Knowledge of these correlation functions offers a complete 

characterization of the noise, enabling accurate modeling of the interaction between a quantum 

system and its environment. The researchers demonstrate noise spectroscopy protocols that apply 

to both classical, non-Gaussian and a class of paradigmatic quantum, non-Gaussian environments. 

To the researchers' knowledge, the study of higher dimensional correlation functions for quantum 

noise sources is an entirely new research area. 

"Quantum technologies have the potential to revolutionize computing and communication," Viola 

says. "One of the primary obstacles towards realizing these technologies in the lab, however, is the 

decoherence of quantum systems through interactions with the environment. Quantum noise 

spectroscopy characterizes environmental noise, enabling detailed dynamical modeling and offering 

physical insight into the process of decoherence. This information can be used to devise strategies to 

optimize the protection of quantum systems from environmental noise. Previous work did not apply 

to quantum or non-Gaussian noise sources, excluding a large class of quantum systems. Our work 

overcomes these limitations." [8] 

How to Win at Bridge Using Quantum Physics 
Contract bridge is the chess of card games. You might know it as some stuffy old game your 

grandparents play, but it requires major brainpower, and preferably an obsession with rules and 

strategy. So how to make it even geekier? Throw in some quantum mechanics to try to gain a 

competitive advantage. The idea here is to use the quantum magic of entangled photons–which are 

essentially twins, sharing every property–to transmit two bits of information to your bridge partner 

for the price of one. Understanding how to do this is not an easy task, but it will help elucidate some 

basic building blocks of quantum information theory. It’s also kind of fun to consider whether or not 

such tactics could ever be allowed in professional sports. [6] 

 

Quantum Information 
In quantum mechanics, quantum information is physical information that is held in the "state" of a 

quantum system. The most popular unit of quantum information is the qubit, a two-level quantum 



system. However, unlike classical digital states (which are discrete), a two-state quantum system can 

actually be in a superposition of the two states at any given time. 

Quantum information differs from classical information in several respects, among which we note 

the following: 

However, despite this, the amount of information that can be retrieved in a single qubit is equal to 

one bit. It is in the processing of information (quantum computation) that a difference occurs. 

The ability to manipulate quantum information enables us to perform tasks that would be 

unachievable in a classical context, such as unconditionally secure transmission of information. 

Quantum information processing is the most general field that is concerned with quantum 

information. There are certain tasks which classical computers cannot perform "efficiently" (that is, 

in polynomial time) according to any known algorithm. However, a quantum computer can compute 

the answer to some of these problems in polynomial time; one well-known example of this is Shor's 

factoring algorithm. Other algorithms can speed up a task less dramatically - for example, Grover's 

search algorithm which gives a quadratic speed-up over the best possible classical algorithm. 

Quantum information, and changes in quantum information, can be quantitatively measured by 

using an analogue of Shannon entropy. Given a statistical ensemble of quantum mechanical systems 

with the density matrix S, it is given by. 

Many of the same entropy measures in classical information theory can also be generalized to the 

quantum case, such as the conditional quantum entropy. [7] 

Quantum Computing 
A team of electrical engineers at UNSW Australia has observed the unique quantum behavior of a 

pair of spins in silicon and designed a new method to use them for "2-bit" quantum logic operations. 

These milestones bring researchers a step closer to building a quantum computer, which promises 

dramatic data processing improvements. 

Quantum bits, or qubits, are the building blocks of quantum computers. While many ways to create 

a qubits exist, the Australian team has focused on the use of single atoms of phosphorus, embedded 

inside a silicon chip similar to those used in normal computers.  

The first author on the experimental work, PhD student Juan Pablo Dehollain, recalls the first time 

he realized what he was looking at. 

"We clearly saw these two distinct quantum states, but they behaved very differently from what we 

were used to with a single atom. We had a real 'Eureka!' moment when we realized what was 

happening – we were seeing in real time the `entangled' quantum states of a pair of atoms." [5] 

Quantum Entanglement 
Measurements of physical properties such as position, momentum, spin, polarization, etc. 

performed on entangled particles are found to be appropriately correlated. For example, if a pair of 



particles is generated in such a way that their total spin is known to be zero, and one particle is 

found to have clockwise spin on a certain axis, then the spin of the other particle, measured on the 

same axis, will be found to be counterclockwise. Because of the nature of quantum measurement, 

however, this behavior gives rise to effects that can appear paradoxical: any measurement of a 

property of a particle can be seen as acting on that particle (e.g. by collapsing a number of 

superimposed states); and in the case of entangled particles, such action must be on the entangled 

system as a whole. It thus appears that one particle of an entangled pair "knows" what 

measurement has been performed on the other, and with what outcome, even though there is no 

known means for such information to be communicated between the particles, which at the time of 

measurement may be separated by arbitrarily large distances. [4] 

The Bridge 
The accelerating electrons explain not only the Maxwell Equations and the Special Relativity, but the 

Heisenberg Uncertainty Relation, the wave particle duality and the electron’s spin also, building the 

bridge between the Classical and Quantum Theories. [1] 

 

Accelerating charges 

The moving charges are self maintain the electromagnetic field locally, causing their movement and 

this is the result of their acceleration under the force of this field. In the classical physics the charges 

will distributed along the electric current so that the electric potential lowering along the current, by 

linearly increasing the way they take every next time period because this accelerated motion.  

The same thing happens on the atomic scale giving a dp impulse difference and a dx way difference 

between the different part of the not point like particles.  

Relativistic effect 

Another bridge between the classical and quantum mechanics in the realm of relativity is that the 

charge distribution is lowering in the reference frame of the accelerating charges linearly: ds/dt = at 

(time coordinate), but in the reference frame of the current it is parabolic: s = a/2 t
2 

(geometric 

coordinate). 

 

Heisenberg Uncertainty Relation 
In the atomic scale the Heisenberg uncertainty relation gives the same result, since the moving 

electron in the atom accelerating in the electric field of the proton, causing a charge distribution on 

delta x position difference and with a delta p momentum difference such a way that they product is 

about the half Planck reduced constant. For the proton this delta x much less in the nucleon, than in 

the orbit of the electron in the atom, the delta p is much higher because of the greater proton mass. 

This means that the electron and proton are not point like particles, but has a real charge 

distribution.  



Wave – Particle Duality 
The accelerating electrons explains the wave – particle duality of the electrons and photons, since 

the elementary charges are distributed on delta x position with delta p impulse and creating a wave 

packet of the electron. The photon gives the electromagnetic particle of the mediating force of the 

electrons electromagnetic field with the same distribution of wavelengths.   

Atomic model 
The constantly accelerating electron in the Hydrogen atom is moving on the equipotential line of the 

proton and it's kinetic and potential energy will be constant. Its energy will change only when it is 

changing its way to another equipotential line with another value of potential energy or getting free 

with enough kinetic energy. This means that the Rutherford-Bohr atomic model is right and only that 

changing acceleration of the electric charge causes radiation, not the steady acceleration. The steady 

acceleration of the charges only creates a centric parabolic steady electric field around the charge, 

the magnetic field. This gives the magnetic moment of the atoms, summing up the proton and 

electron magnetic moments caused by their circular motions and spins. 

 

The Relativistic Bridge 
Commonly accepted idea that the relativistic effect on the particle physics it is the fermions' spin - 

another unresolved problem in the classical concepts. If the electric charges can move only with 

accelerated motions in the self maintaining electromagnetic field, once upon a time they would 

reach the velocity of the electromagnetic field. The resolution of this problem is the spinning 

particle, constantly accelerating and not reaching the velocity of light because the acceleration is 

radial. One origin of the Quantum Physics is the Planck Distribution Law of the electromagnetic 

oscillators, giving equal intensity for 2 different wavelengths on any temperature. Any of these two 

wavelengths will give equal intensity diffraction patterns, building different asymmetric 

constructions, for example proton - electron structures (atoms), molecules, etc. Since the particles 

are centers of diffraction patterns they also have particle – wave duality as the electromagnetic 

waves have. [2]  

 

The weak interaction 
The weak interaction transforms an electric charge in the diffraction pattern from one side to the 

other side, causing an electric dipole momentum change, which violates the CP and time reversal 

symmetry. The Electroweak Interaction shows that the Weak Interaction is basically electromagnetic 

in nature. The arrow of time shows the entropy grows by changing the temperature dependent 

diffraction patterns of the electromagnetic oscillators. 

Another important issue of the quark model is when one quark changes its flavor such that a linear 

oscillation transforms into plane oscillation or vice versa, changing the charge value with 1 or -1. This 



kind of change in the oscillation mode requires not only parity change, but also charge and time 

changes (CPT symmetry) resulting a right handed anti-neutrino or a left handed neutrino. 

The right handed anti-neutrino and the left handed neutrino exist only because changing back the 

quark flavor could happen only in reverse, because they are different geometrical constructions, the 

u is 2 dimensional and positively charged and the d is 1 dimensional and negatively charged. It needs 

also a time reversal, because anti particle (anti neutrino) is involved. 

The neutrino is a 1/2spin creator particle to make equal the spins of the weak interaction, for 

example neutron decay to 2 fermions, every particle is fermions with ½ spin. The weak interaction 

changes the entropy since more or less particles will give more or less freedom of movement. The 

entropy change is a result of temperature change and breaks the equality of oscillator diffraction 

intensity of the Maxwell–Boltzmann statistics. This way it changes the time coordinate measure and 

makes possible a different time dilation as of the special relativity. 

The limit of the velocity of particles as the speed of light appropriate only for electrical charged 

particles, since the accelerated charges are self maintaining locally the accelerating electric force. 

The neutrinos are CP symmetry breaking particles compensated by time in the CPT symmetry, that is 

the time coordinate not works as in the electromagnetic interactions, consequently the speed of 

neutrinos is not limited by the speed of light. 

The weak interaction T-asymmetry is in conjunction with the T-asymmetry of the second law of 

thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes the 

weak interaction, for example the Hydrogen fusion.  

Probably because it is a spin creating movement changing linear oscillation to 2 dimensional 

oscillation by changing d to u quark and creating anti neutrino going back in time relative to the 

proton and electron created from the neutron, it seems that the anti neutrino fastest then the 

velocity of the photons created also in this weak interaction? 

 
 
A quark flavor changing shows that it is a reflection changes movement and the CP- and T- symmetry 

breaking!!! This flavor changing oscillation could prove that it could be also on higher level such as 

atoms, molecules, probably big biological significant molecules and responsible on the aging of the 

life. 

 
Important to mention that the weak interaction is always contains particles and antiparticles, where 

the neutrinos (antineutrinos) present the opposite side. It means by Feynman’s interpretation that 

these particles present the backward time and probably because this they seem to move faster than 

the speed of light in the reference frame of the other side. 

 

Finally since the weak interaction is an electric dipole change with ½ spin creating; it is limited by the 

velocity of the electromagnetic wave, so the neutrino’s velocity cannot exceed the velocity of light. 

 

The General Weak Interaction 

The Weak Interactions T-asymmetry is in conjunction with the T-asymmetry of the Second Law of 

Thermodynamics, meaning that locally lowering entropy (on extremely high temperature) causes for 

example the Hydrogen fusion. The arrow of time by the Second Law of Thermodynamics shows the 

increasing entropy and decreasing information by the Weak Interaction, changing the temperature 



dependent diffraction patterns. A good example of this is the neutron decay, creating more particles 

with less known information about them.  

The neutrino oscillation of the Weak Interaction shows that it is a general electric dipole change and 

it is possible to any other temperature dependent entropy and information changing diffraction 

pattern of atoms, molecules and even complicated biological living structures. 

We can generalize the weak interaction on all of the decaying matter constructions, even on the 

biological too. This gives the limited lifetime for the biological constructions also by the arrow of 

time. There should be a new research space of the Quantum Information Science the 'general 

neutrino oscillation' for the greater then subatomic matter structures as an electric dipole change. 

There is also connection between statistical physics and evolutionary biology, since the arrow of 

time is working in the biological evolution also.  

The Fluctuation Theorem says that there is a probability that entropy will flow in a direction opposite 

to that dictated by the Second Law of Thermodynamics. In this case the Information is growing that 

is the matter formulas are emerging from the chaos. So the Weak Interaction has two directions, 

samples for one direction is the Neutron decay, and Hydrogen fusion is the opposite direction. 

  

Fermions and Bosons 
The fermions are the diffraction patterns of the bosons such a way that they are both sides of the 

same thing. 

Van Der Waals force 
Named after the Dutch scientist Johannes Diderik van der Waals – who first proposed it in 1873 to 

explain the behaviour of gases – it is a very weak force that only becomes relevant when atoms and 

molecules are very close together. Fluctuations in the electronic cloud of an atom mean that it will 

have an instantaneous dipole moment. This can induce a dipole moment in a nearby atom, the 

result being an attractive dipole–dipole interaction.  

Electromagnetic inertia and mass 

Electromagnetic Induction 

Since the magnetic induction creates a negative electric field as a result of the changing acceleration, 

it works as an electromagnetic inertia, causing an electromagnetic mass.  [1] 

Relativistic change of mass 

The increasing mass of the electric charges the result of the increasing inductive electric force acting 

against the accelerating force. The decreasing mass of the decreasing acceleration is the result of the 

inductive electric force acting against the decreasing force. This is the relativistic mass change 

explanation, especially importantly explaining the mass reduction in case of velocity decrease. 

The frequency dependence of mass 

Since E = hν and E = mc
2
, m = hν /c

2
 that is the m depends only on the ν frequency. It means that the 

mass of the proton and electron are electromagnetic and the result of the electromagnetic 

induction, caused by the changing acceleration of the spinning and moving charge! It could be that 

the mo inertial mass is the result of the spin, since this is the only accelerating motion of the electric 



charge. Since the accelerating motion has different frequency for the electron in the atom and the 

proton, they masses are different, also as the wavelengths on both sides of the diffraction pattern, 

giving equal intensity of radiation. 

Electron – Proton mass rate 

The Planck distribution law explains the different frequencies of the proton and electron, giving 

equal intensity to different lambda wavelengths! Also since the particles are diffraction patterns 

they have some closeness to each other – can be seen as a gravitational force. [2] 

There is an asymmetry between the mass of the electric charges, for example proton and electron, 

can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy 

distribution is asymmetric around the maximum intensity, where the annihilation of matter and 

antimatter is a high probability event. The asymmetric sides are creating different frequencies of 

electromagnetic radiations being in the same intensity level and compensating each other. One of 

these compensating ratios is the electron – proton mass ratio. The lower energy side has no 

compensating intensity level, it is the dark energy and the corresponding matter is the dark matter. 

  

Gravity from the point of view of quantum physics 

The Gravitational force 

The gravitational attractive force is basically a magnetic force. 

The same electric charges can attract one another by the magnetic force if they are moving parallel 

in the same direction. Since the electrically neutral matter is composed of negative and positive 

charges they need 2 photons to mediate this attractive force, one per charges. The Bing Bang caused 

parallel moving of the matter gives this magnetic force, experienced as gravitational force. 

Since graviton is a tensor field, it has spin = 2, could be 2 photons with spin = 1 together. 

You can think about photons as virtual electron – positron pairs, obtaining the necessary virtual 

mass for gravity. 

The mass as seen before a result of the diffraction, for example the proton – electron mass rate 

Mp=1840 Me. In order to move one of these diffraction maximum (electron or proton) we need to 

intervene into the diffraction pattern with a force appropriate to the intensity of this diffraction 

maximum, means its intensity or mass. 

 

The Big Bang caused acceleration created radial currents of the matter, and since the matter is 

composed of negative and positive charges, these currents are creating magnetic field and attracting 

forces between the parallel moving electric currents. This is the gravitational force experienced by 

the matter, and also the mass is result of the electromagnetic forces between the charged particles.  

The positive and negative charged currents attracts each other or by the magnetic forces or by the 

much stronger electrostatic forces!? 

 

The gravitational force attracting the matter, causing concentration of the matter in a small space 

and leaving much space with low matter concentration: dark matter and energy.  

There is an asymmetry between the mass of the electric charges, for example proton and electron, 

can understood by the asymmetrical Planck Distribution Law. This temperature dependent energy 



distribution is asymmetric around the maximum intensity, where the annihilation of matter and 

antimatter is a high probability event. The asymmetric sides are creating different frequencies of 

electromagnetic radiations being in the same intensity level and compensating each other. One of 

these compensating ratios is the electron – proton mass ratio. The lower energy side has no 

compensating intensity level, it is the dark energy and the corresponding matter is the dark matter. 

 

  

The Higgs boson 
By March 2013, the particle had been proven to behave, interact and decay in many of the expected 

ways predicted by the Standard Model, and was also tentatively confirmed to have + parity and zero 

spin, two fundamental criteria of a Higgs boson, making it also the first known scalar particle to be 

discovered in nature,  although a number of other properties were not fully proven and some partial 

results do not yet precisely match those expected; in some cases data is also still awaited or being 

analyzed. 

Since the Higgs boson is necessary to the W and Z bosons, the dipole change of the Weak interaction 

and the change in the magnetic effect caused gravitation must be conducted.  The Wien law is also 

important to explain the Weak interaction, since it describes the Tmax change and the diffraction 

patterns change. [2] 

Higgs mechanism and Quantum Gravity 
The magnetic induction creates a negative electric field, causing an electromagnetic inertia. Probably 

it is the mysterious Higgs field giving mass to the charged particles? We can think about the photon 

as an electron-positron pair, they have mass. The neutral particles are built from negative and 

positive charges, for example the neutron, decaying to proton and electron. The wave – particle 

duality makes sure that the particles are oscillating and creating magnetic induction as an inertial 

mass, explaining also the relativistic mass change. Higher frequency creates stronger magnetic 

induction, smaller frequency results lesser magnetic induction. It seems to me that the magnetic 

induction is the secret of the Higgs field. 

In particle physics, the Higgs mechanism is a kind of mass generation mechanism, a process that 

gives mass to elementary particles. According to this theory, particles gain mass by interacting with 

the Higgs field that permeates all space. More precisely, the Higgs mechanism endows gauge bosons 

in a gauge theory with mass through absorption of Nambu–Goldstone bosons arising in spontaneous 

symmetry breaking. 

The simplest implementation of the mechanism adds an extra Higgs field to the gauge theory. The 

spontaneous symmetry breaking of the underlying local symmetry triggers conversion of 

components of this Higgs field to Goldstone bosons which interact with (at least some of) the other 

fields in the theory, so as to produce mass terms for (at least some of) the gauge bosons. This 

mechanism may also leave behind elementary scalar (spin-0) particles, known as Higgs bosons. 

In the Standard Model, the phrase "Higgs mechanism" refers specifically to the generation of masses 

for the W
±
, and Z weak gauge bosons through electroweak symmetry breaking. The Large Hadron 



Collider at CERN announced results consistent with the Higgs particle on July 4, 2012 but stressed 

that further testing is needed to confirm the Standard Model. 

What is the Spin? 

So we know already that the new particle has spin zero or spin two and we could tell which one if we 

could detect the polarizations of the photons produced. Unfortunately this is difficult and neither 

ATLAS nor CMS are able to measure polarizations. The only direct and sure way to confirm that the 

particle is indeed a scalar is to plot the angular distribution of the photons in the rest frame of the 

centre of mass. A spin zero particles like the Higgs carries no directional information away from the 

original collision so the distribution will be even in all directions. This test will be possible when a 

much larger number of events have been observed. In the mean time we can settle for less certain 

indirect indicators. 

The Graviton 

In physics, the graviton is a hypothetical elementary particle that mediates the force of gravitation in 

the framework of quantum field theory. If it exists, the graviton is expected to be massless (because 

the gravitational force appears to have unlimited range) and must be a spin-2 boson. The spin 

follows from the fact that the source of gravitation is the stress-energy tensor, a second-rank tensor 

(compared to electromagnetism's spin-1 photon, the source of which is the four-current, a first-rank 

tensor). Additionally, it can be shown that any massless spin-2 field would give rise to a force 

indistinguishable from gravitation, because a massless spin-2 field must couple to (interact with) the 

stress-energy tensor in the same way that the gravitational field does. This result suggests that, if a 

massless spin-2 particle is discovered, it must be the graviton, so that the only experimental 

verification needed for the graviton may simply be the discovery of a massless spin-2 particle. [3] 

Conclusions 
One of the most important conclusions is that the electric charges are moving in an accelerated way 

and even if their velocity is constant, they have an intrinsic acceleration anyway, the so called spin, 

since they need at least an intrinsic acceleration to make possible they movement . 

The accelerated charges self-maintaining potential shows the locality of the relativity, working on 

the quantum level also. [1]  

The bridge between the classical and quantum theory is based on this intrinsic acceleration of the 

spin, explaining also the Heisenberg Uncertainty Principle. The particle – wave duality of the electric 

charges and the photon makes certain that they are both sides of the same thing. 

The Secret of Quantum Entanglement that the particles are diffraction patterns of the 

electromagnetic waves and this way their quantum states every time is the result of the quantum 

state of the intermediate electromagnetic waves. [2]  

The key breakthrough to arrive at this new idea to build qubits was to exploit the ability to control 

the nuclear spin of each atom. With that insight, the team has now conceived a unique way to use 

the nuclei as facilitators for the quantum logic operation between the electrons. [5] 

Basing the gravitational force on the accelerating Universe caused magnetic force and the Planck 

Distribution Law of the electromagnetic waves caused diffraction gives us the basis to build a Unified 

Theory of the physical interactions also. 
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